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The Allure and Power of Talking 

with the Machine  

Our tools have always been our friends. 

And we like to talk to our friends. 

Rationale ð 



We all talk to non-human things 

ÅTo things that we like 

ïPets 

ïPlants 



We often talk to machines 

ÅTo things that work for us 

ïCars 

ïTelevisions 

ÅTo things that work against us 

ïDice 

ïParking meters 



Why do we do it? 

ÅDo we even realize it? 

ÅAre we embarrassed to admit it? 

ÅHow do we feel if we canôt talk? 

ÅWe know they donôt understand us. 

ÅMaybe we just need to talk. 

ÅPerhaps we do it for ourselves. 

ÅIt seems natural. 



What will I talk about? 

ÅA quick overview on the mechanics of 

speech 

ÅA high level view of how speech 

technology works 

ÅThe challenges using speech 

technology for CRM/SFA 

ïExamples from experiences 



Speech is a defining 

characteristic of humans 

ÅWe detect speech patterns at a very 

early age (6 months) 

ÅSpeaking is not reading and writing 

ÅSpeech is inevitable, writing is not 

ÅSpeech may even be a fundamental 

need of humans 



The Mechanics of Speech: 

A Tiny Primer 

ÅPhonemes 

ïSpeech sounds 

ÅThe Linguistics 

ÅFormants 

ïPower Spectrum 

ÅThe Engineering 

ÅProsody 

ïPitch, Energy, Duration 

ÅThe Music (and half the meaning) 

 



Waveform:Regular Vowels 



Power Spectrum:Regular Vowels 



Radio Quality Speech 



Typical Wireless Speech 



What are the roots of human-

computer speech technology? 

ÅMechanical artificial speech was 
demonstrated a century ago 

ÅLinguists point out the ñhard wiredò 
nature of speech 

ÅComputer scientists begin to think 
about detecting phonemes 

ÅComputer performance gains in the 
1960ôs 



Two problems, two solutions 

ÅListening 

ïDetecting patterns 

ïThe machine óhearsô 

ÅñCHICAGO ILLINOISò 

ÅSpeaking 

ïMaking patterns 

ïThe machine óspeaksô 

ÅñPlease say the city and state.ò 



The Mechanics of ASR 
(Automatic Speech Recognition) 

ÅIf we bend it, will it fit? 

ïA warped sense of recognition 

ÅHMMé 

ïHidden Markov Model 

ïBeads on a string 

ÅPick a bead 

ÅMake a pattern 



Listening: 

Computer-Recognized Speech 

ÅTemplate matching 

ÅPhonetic 

ïFinite Grammar 

ïStatistical Grammar 

ÅTraining and speaker 

independence 

 



Okay, we have speech 
(Now weôre talking, right?) 

ÅWhat do all the words mean? 

ïWhat did you think I meant? 

ïWhat are you going to do about it? 

ÅDifferent ways to attack the 

ñunderstandingò problem. 



Speaking: 

Computer-Generated speech 

ÅRecorded schemes 

ïComplete prompts 

ïóQuiltedô speech 

ÅSynthesized - Text To Speech (TTS) 

ïFrom physical principles 

ïStatistical mosaics of human speech 



Synthesized Speech: TTS 

ÅFormant-based 

ïPhysical principles 

ÅVibration, resonance, etc. 

ÅConcatenative (mosaics) 

ïSub phoneme 

ÅTransitions between phonemes 

ïLarge chunk 

ÅSnippets, words, phrases 



Two ñTestsò for CRM 

ÅRecognition 

ïWhat can the application hear? 

ÅResponse 

ïHow does the application speak? 

ÅAn example case: JustTalk 



The Recognition Problem 

ÅFinding existing information 

ïMultiple choice problem 

ïRelatively easy (you can guess) 

ÅCapturing new information 

ïEssay question 

ïRelatively hard (guessing is bad) 



The Response Problem 

ÅRecorded human speech 

ïSounds the best (it is human) 

ïMost limiting 

ÅCannot handle novelty 

ÅSynthesized speech 

ïEasily identified as not human 

ïCan say anything at anytime 



The Choices that JustTalk made: 

ÅAppeal vs. uniformity 

ÅDifferent voices vs. one voice 

ÅImplementation/server issues 



What will make a success? 

ÅAccommodate the user 

ïReduce the cognitive load 

ÅBetter than a human experience 

ïGet more done 

ÅNever fail 

ïYour profit is in the automation 



User Accommodation 

ÅThe simplest things arenôt really 

ïThey are just the things we do with 

the least conscious thought. 

 




